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ABSTRACT
This paper shows how software engineering technologies used to define and analyze complex software systems can also be effective in detecting defects in human-intensive processes used to administer healthcare. The work described here builds upon earlier work demonstrating that healthcare processes can be defined precisely. This paper describes how finite-state verification can be used to help find defects in such processes as well as find errors in the process definitions and property specifications. The paper includes a detailed example, based upon a real-world process for transfusing blood, where the process defects that were found led to improvements in the process.
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1. INTRODUCTION
This paper describes how software engineering techniques that have been successfully applied in analyzing software systems can be effectively employed to detect problems in medical processes. This paper builds upon earlier work demonstrating that healthcare processes can be defined precisely using the Little-JIL process definition language [28]. Here, we describe our experiences in applying finite-state verification to precisely defined medical processes to identify process defects and then to confirm the effectiveness of corrections to those processes. Although described with respect to human-intensive, safety-critical medical processes, this work also suggests the applicability of these and related technologies to processes in other problem domains.

Medical errors are a major cause of death in our society. A 1999 report from the Institute of Medicine (IOM) [31] estimated that approximately 100,000 people die each year in US hospitals from preventable medical errors. There is ample anecdotal evidence that the complexity of the processes used to administer healthcare is a significant source of the problem. The healthcare literature is replete with documented evidence of such errors as administration of blood of the wrong type, misidentification of patients, and incorrect dosages of potentially lethal medications.

The medical community is aware of these problems and has approached them in a number of ways. One principal approach has been to devise mandated procedures for carrying out many healthcare activities, especially those identified as being particularly high-risk. Mandated procedures are generally described in considerable detail, sometimes in documents that are dozens of pages long. These documents consist largely of natural language text, often supplemented by diagrams. These documents are the basis for both the training of medical professionals and the actual processes performed in hospitals. Despite the care that went into the creation of such documents, as well as other safety measures, a subsequent IOM study [39] revealed that error rates in hospitals had not declined significantly in the five-year period following the initial IOM report.

Examination of documents used to describe medical processes suggest several reasons why such documents have proven to be inadequate. Documents describing such processes as blood transfusion (e.g., [50], [51]) provide good examples of the problem. Despite attempts to be complete, they contain terms that are poorly defined and inconsistently used, and important details are often missing, especially details for handling special cases that might arise. Recognizing such limitations, the medical community has
tried to employ a number of modeling representations, but these are usually based upon such formalisms as data flow graphs that make it relatively cumbersome to represent the handling of exceptional cases or complicated concurrency and synchronization. As a result, these representations generally fail to represent the full complexity of these processes.

Indeed, the many diverse circumstances under which activities like blood transfusions must take place require processes of considerable complexity. Moreover, blood transfusion, like many other medical activities, requires coordinating the efforts of many different parties, often performing their activities in parallel. The complexity of a process, such as this one, increases the risk of defects. Software engineers will readily note that the software development community already deals with the creation of complex procedures (e.g., complex software systems) that present a range of difficulties analogous to those found in medical processes. This suggests that the approaches used in software engineering to build and analyze complex, distributed systems might be effective in defining and analyzing medical processes.

This paper describes our work on using finite-state verification to identify defects in actual medical processes. The example described in this paper is based on a blood transfusion process being studied by the nursing community and commonly used in hospitals. In our project, software engineers collaborated with healthcare professionals to define key parts of the processes and their desired properties in rigorous formalisms, and then applied finite-state verification to determine whether the process definition satisfied the properties. In doing so, process defects were detected and subsequently repaired. The verification also uncovered inaccuracies in our process definition and our property specifications. Since we use, or intend to use, these artifacts in a wide range of evaluation activities, detecting and correcting these problems is also vitally important.

In a broad sense, this work demonstrates the feasibility of medical process improvement, carried out in ways that are strongly analogous to software improvement approaches. It suggests the applicability of this approach to other domains as well as consideration of other software engineering tools.

In the next section of this paper, we provide a high-level description of the technologies that we employed, and Section 3 presents a detailed example. Section 4 discusses observations about this approach, and Section 5 outlines related work. The conclusion summarizes the contributions of this work and describes some areas of future research.

2. AN OVERVIEW OF THE TECHNIQUES AND METHODOLOGY USED

To evaluate the applicability of software engineering technologies to medical process definitions and analysis, we have used the Little-JIL process definition language [16], the PropEl property elucidation system [17], and two finite-state verification systems, FLAVORS [22] and SPIN [29].

Modeling Processes Using Little-JIL: To analyze medical processes, it is important to develop precise, rigorous definitions of those medical processes first. The process definitions need to capture not only the standard cases, but also the exceptional situations. They also need to precisely specify the communication and coordination between medical professionals. In our approach, we use the Little-JIL language to define processes.

Figure 1: Little-JIL steps

Little-JIL was originally developed to define software development and maintenance processes. A Little-JIL process definition consists of three components, an artifact specification, a resource specification, and a coordination specification. The artifact specification contains the items that are the focus of the activities carried out by the process. The resource specification specifies the agents and capabilities that support performing the activities. The coordination specification ties these together by specifying which agents and supplementary capabilities perform which activities on which artifacts at which time(s). A Little-JIL coordination specification has a visual representation, but is precisely defined using finite-state automata, which makes it amenable to definitive analyses. Among the features of Little-JIL that distinguish it from most process languages are its 1) use of abstraction to support scalability and clarity, 2) use of scoping to make step parameterization clear, 3) facilities for specifying parallelism, 4) capabilities for dealing with exceptional conditions, and 5) clarity in specifying iteration.

A Little-JIL coordination specification consists of hierarchically decomposed steps (see Figure 1), where a step represents a task to be done by an assigned agent. Each step has a name and a set of badges to represent control flow among its sub-steps, its interface (a specification of its input/output artifacts and the resources it requires), the exceptions it handles, etc. A step with no sub-steps is called a leaf step and represents an activity to be performed by an agent, without any guidance from the process.

Little-JIL steps may be decomposed into two kinds of sub-steps, ordinary sub-steps and exception handlers. Ordinary sub-steps define how the step is to be executed and are connected to their parent by edges that may be annotated by specifications of the artifacts that flow between parent and substep and also by cardinality specifications. Cardinality specifications define the number of times the substep is instantiated, and may be a fixed number, a Kleene *, a Kleene +, or a Boolean expression (indicating whether the substep is to be instantiated). Exception handlers define how exceptions thrown by the step’s descendants are handled.

A non-leaf step has a sequencing badge (an icon on the left of the step bar; e.g., the right arrow in Figure 1) that defines the order of substep execution. For example, a sequential step (right arrow) indicates that substeps execute from left to right. A parallel step (equal sign) indicates that substeps execute in any (possibly interleaved) order, although the order may be constrained by such factors as the lack of needed inputs. A choice step (circle slashed with a horizontal line) indicates a choice among alternative substeps. A try step (right arrow with an X on its tail) indicates the sequence in which substeps are to be tried as alternatives.
A Little-JIL step can be optionally preceded or succeeded by a pre-requisite, represented by a down arrowhead to the left of the step bar, or a post-requisite, represented by an up arrowhead to the right of the step bar. Pre-requisites check if the step execution context is appropriate before starting execution of the step, and post-requisites check if the completed step execution satisfied its goals. The failure of a requisite triggers an exception.

Channels are message passing buffers, directly connecting specified source step(s) with specified destination step(s). Channels are used to synchronize and pass artifacts among concurrently executing steps.

Specifying Properties Using PROPEL: A property is a specification of the requirements for some aspect of the behavior of a process. In the medical domain, properties are often specified as policies in natural language so that they can be easily understood by the medical professionals. Such informal descriptions, however, are often vague and ambiguous and need to be translated into rigorous mathematical formalisms such as automata or temporal logics that can be used as the basis for verification. This is a surprisingly difficult task. Even experienced developers may overlook subtle, but important, details. In our approach, we use PROPEL to support specifying formal properties.

PROPEL guides users through the process of creating properties that are both accessible and mathematically precise. PROPEL provides users with a set of property templates, each of which can be viewed as an extended Finite-State Automaton representation, a Disciplined Natural Language representation, or a Question Tree. Each representation contains options (or questions) that explicitly indicate the variations that must be considered, thereby ensuring that users do not overlook important subtle details. In addition, the Question Tree can be used to guide the user in selecting the appropriate template. All three representations are views of a single underlying representation so that a change in any representation is reflected automatically in the others.

Verifying Processes Using FLAVERS and SPIN: Finite-state verification (FSV) techniques, such as model checking [15], involve the construction of a finite model that represents all possible relevant executions of a system with respect to the property to be evaluated. Then algorithmic methods are employed to determine whether the particular property holds for the model. A number of FSV tools have been proposed; for this work, we have used FLAVERS and SPIN. We chose these tools because we were familiar with them (FLAVERS was developed in our laboratory), they represent distinct modeling and checking approaches, and we could build on existing technology to construct models for them.

To construct models of Little-JIL processes, we first translate the Little-JIL into the Bandera Intermediate Representation (BIR) [30]. BIR is a guarded-command language for describing state-transition systems and was intended to support translation into the input languages of a variety of model checkers. A translator from BIR to the Promela language used by SPIN was constructed by the Bandera team, and we have built a translator for FLAVERS. Medical processes entail substantial amounts of concurrency and exception handling. This leads to very large state spaces, making scaling an important issue. Therefore, we use several optimizations and abstractions to reduce the size of the generated model. Most of these are performed during the Little-JIL to BIR translation to take advantage of the scoping and hierarchy in Little-JIL. All the transformations are conservative for the property and process definition. This means that a process will not be reported to be consistent with a property unless that is indeed the case. Spurious violations, property violations in the model that do not correspond to any real trace through the process, could be introduced by these optimizations, but this problem arises rarely, and when it does can often be dealt with by using various model refinement techniques.

Methodology: To evaluate the effectiveness of this approach, we are engaged in three case studies, the blood transfusion case study described in more detail here, as well as a case study on emergency room patient flow and one on an outpatient chemotherapy process for treating breast cancer. For each case study, a small team of computer scientists meets regularly with a group of medical professionals to elicit the process definition and the properties. The medical professionals are responsible for describing the processes and their requirements and for reviewing the material created by the computer scientists. The computer scientists are responsible for defining the process in Little-JIL, the properties in PROPEL, and for doing the analysis, as well as enhancing the tools as needed. The procedure that we follow is to first focus on the process definition. The benefits of capturing the blood transfusion process formally from the perspective of the nursing profession is described in [28].

While the process is being defined, it is not unusual for goals or high-level requirements to be mentioned, and these are recorded by the computer scientists. After the process definition has begun to stabilize, meetings are then held to elicit a more complete set of requirements. The requirements are first stated informally in natural language. The computer scientists then work with the medical professionals to agree on a glossary of terms that are used to more systematically describe the requirements, still in natural language. After agreement is reached on these statements, computer scientists work closely with the medical professionals to develop the detailed property specifications using PROPEL.

It is after this point that the computer scientists apply the FSV tools to evaluate whether the process definition is consistent with the stated formal properties. As with programs, it is often the case that the FSV tools find problems in the process definition and in the property specifications as well as in the process. Our long-range plans include using the process definitions to support fault tree analysis, simulations, and even process-guidance in the clinical setting. Thus, it is extremely important that the process definition accurately reflects the process and, of course, it is important that the process does not violate correctly formulated properties.

3. AN EXAMPLE

Blood transfusion, although a common procedure, involves considerable risk to the patient, and experts believe that adverse events involving transfusion are significantly under-reported. Indeed, transfusion medicine professionals were among the first to develop classification schemes for medical errors, but most of the work in this area has focused on the handling of blood products in the laboratory rather than at the point of care where the actual transfusion occurs [28].

One of us (E. Henneman) is involved in the development of guidelines regarding the safe administration of blood and
Figure 2: Root of the transfusion process

blood products. As part of this work, she identified a checklist [51] from a standard nursing reference [50] as a good example of a description of the standard transfusion process from the standpoint of the nurse administering the transfusion. This checklist has 40 items (some of which have a number of sub-items) ranging from “Administers pretransfusion medication as prescribed” and “Obtains IV fluid containing normal saline solution and a blood transfusion administration set” to “Compares the patient name and hospital identification number on the patient’s identification bracelet with the patient name and hospital identification number on the blood bank form attached to the blood product” and “Using aseptic technique, attaches the distal end of the administration set to the IV catheter.” To support her evaluation of such descriptions of the clinical transfusion process, we modeled the process described by the checklist in Little-JIL, and composed it with a model of the process that the hospital blood bank performs. The process model focuses particularly on representing the blood bank’s interactions with the nurse, and abstracts away most of the details of the complex activity that the blood bank performs to prepare blood products for administration to patients.

In our Little-JIL model, shown in Figure 2, the root of the transfusion process is a parallel step (note the equal sign in the lefthand side of the step bar), “perform in-patient blood transfusion,” whose children are the steps “nurse carries out physician order for transfusion” and “blood bank prepares blood.” This root step begins after a physician orders a transfusion, and each of its substeps is further elaborated in separate Little-JIL diagrams, shown in Figures 3 and 4.

The substeps of the root step in Figure 3, which are numbered to show the correspondence with the items in the checklist, are carried out in order from left to right (note the right arrow in the lefthand side of the step bar). Although its interface specification is elided from the figure to reduce clutter, the step “verify informed consent has been obtained” may throw the exception “NoPatientConsent” if the nurse cannot verify that consent has been obtained.

The root step has an exception handler whose purpose is to obtain this consent. Similarly, “verify physician’s order” may throw an exception if the order is incomplete. The step “notify blood bank to prepare blood” puts a message with the order into the “order blood” channel (here, too, the actual specification of this use of the channel has been elided; a yellow documentation annotation serves as a visual reminder), from which it is to be retrieved by a step performed by the blood bank. The steps “obtain infusion materials,” “obtain blood product from blood bank,” and “perform transfusion” are themselves elaborated in additional diagrams that are not included here. In the “obtain blood product from blood bank” diagram the nurse repeatedly checks the “blood bank status” channel for a “blood product ready” message, modifying the behavior of the nurse who calls the blood bank repeatedly to see if the blood product is ready yet, and then picks up the blood product once it is ready.

As shown in Figure 4, the blood bank’s process begins with execution of the “receives notification from nurse” step, whose execution begins by taking an order from the “order blood” channel and then continues by putting a “blood product not ready” message into the “blood bank status channel.” The blood bank process continues by executing the “obtain blood type and screen” step, which is performed by checking the lab for a current type and screen for this patient, normally obtained from a blood specimen drawn earlier in the hospitalization. If current type and screen are not available, the process indicates that an exception is thrown. In that case, the blood bank puts a “blood type and screen unknown” message into the “blood bank status” channel and waits for the specimen. Once the blood bank has prepared the blood (represented by the “prepares blood” step), the process specifies that the blood bank replace the “blood product not ready” message in the “blood bank status” channel with a “blood product ready” message. The process concludes with execution of the “gives blood to nurse” step.

Although we have elicited and formalized more than 60 properties that should be satisfied by a safe blood transfusion process, we focus here only on the property that, once the nurse notifies the blood bank to prepare the blood product, the nurse will eventually pick up the blood product. When we attempt to verify that our process satisfies this property, the verification tool reports a violation and produces as a counterexample a path through the process in which the patient’s type and screen are not available and the blood bank is then unable to prepare the blood. Indeed, our model of the nursing process reflects the assumption in the checklist that the type and screen have been obtained prior to the transfusion order, an assumption that usually, but not always, holds. This analysis has thus identified a problem with the process specified by the checklist, namely that it has failed to deal with this exceptional situation. Our experience has indicated that such problems are often found in existing natural language process descriptions. It is particularly interesting that, as we noted earlier, this checklist is unusually detailed and complete, and yet it does not carefully specify the required behavior of the nurse in a number of exceptional cases, such as this one.

Upon discovering this process defect, medical professionals suggested improving the process by inserting a step mandating that the nurse respond to the “blood type and screen unknown” message by drawing a blood specimen for determining type and screen. Verification of the modified process then showed that blood would always be prepared, though the sample for type and screen might not be drawn until after all of the other preparations for the transfusion have taken place and the nurse has called the blood bank (represented in the process by reading from the “blood bank status” channel) to see if the blood is ready for pickup. This can involve significant delay and risk to the patient, and such errors are not uncommon in clinical practice. To address this process defect, we next modified the nursing process to have the nurse check for the availability of the type and screen before notifying the blood bank of the transfusion order and, if necessary, drawing the specimen for type and screen at that time. By making this process modification, the possibility of this delay is eliminated.
For those hospitals using electronic order entry, another concern is whether the nurse will see a transfusion order promptly. In about 10% of US hospitals, orders for transfusions are entered at a computer terminal by the physician and sent electronically to the blood bank and nurse. In such situations the nurse will see the transfusion order only when viewing a particular “task list” page in the patient’s electronic record. To evaluate whether the nurse will respond to such an order promptly, we adapted the corrected version of the nursing and blood bank processes and introduced an abstract model of the physician’s activities. In this model, the processes performed by the physician, the nurse, and the blood bank are defined to execute in parallel with each other and the nurse’s process is defined to repeatedly make a choice between performing other nursing tasks or checking for a transfusion order. The resulting process specifies that if the nurse checks for a transfusion order and finds that one has been issued by the physician, the nurse then follows a process that is similar to the one previously described, but modified to indicate that the blood bank has received the order electronically from the physician rather than from the nurse. Figure 5 shows the top-level diagram of this process.

We then tried to verify the property that, if a physician orders a transfusion and certain exceptions (such as the patient refusing consent) do not occur, then the nurse will see the order. The verifier reported that the property does not hold in the case where the nurse never checks for the transfusion order. We understand that, in actual practice, the press of other urgent tasks may indeed cause a nurse to consult the task list only at the start and end of a shift, when the nurse going off duty reviews cases with the nurse coming on. Unlike other pages in the electronic patient record, such as those to order and record the administration of medication, the task list page is not frequently referenced during typical nursing procedures. A few large research hospitals or groups of hospitals with the resources to write their own systems have modified those systems so that the nurse sees an alert indicating that the transfusion has been ordered whenever the patient’s record is accessed, and the alert remains visible until it is acknowledged. Hospitals that use commercial electronic order systems are often unable to get such changes made. (Some hospitals have resorted to entering transfusion orders on the medication page of the record since that page is consulted frequently by the nurse, even though this causes other difficulties with the electronic order system.)

We modified the process to reflect such an alert by explicitly distinguishing nursing activities that use the computer from those that do not and adding a pre-requisite to the steps representing activities involving the computer. That pre-requisite is a check for the existence of a transfusion order, representing an alert that informs the nurse of the existence of the order. We then tried to verify the property under the assumption that at least one activity involving use of the computer occurs after the physician orders the transfusion. With this assumption, which, as noted above, reflects the fact that many nursing activities in hospitals with electronic order systems do involve interaction with the computer system, the property holds. The important point is that the original problem with the process could be detected using FSV and the effectiveness of the modification...
could be subsequently evaluated, including the assumptions that were needed to make it valid.

Verification of each of the properties we have examined for the blood transfusion process takes about 10 seconds or less on a 1.86 GHz Pentium M processor and uses a few megabytes of memory.

4. DISCUSSION

This project has helped the medical professionals understand and improve their processes in a variety of ways. In this section we discuss the impact of FSV on process understanding and improvement and some of the issues that have arisen in applying FSV techniques to medical processes.

Impact of Verification on Process Definition: Specifying properties for verification and attempting to verify them identified a number of problems in our process definitions. In some cases, simply trying to formulate the properties precisely pointed out gaps in the formal process definitions, for instance because there simply were no steps that could be bound to the events used to specify those properties. In some cases, this was because the part of the process intended to address the issue being captured by a property was simply missing and had to be added. In other cases, the problem was that certain steps needed to be further decomposed in order to identify the substeps that should be bound to the property events.

Verification efforts also helped us to find several subtle errors in the formal process definitions that had remained undiscovered despite careful inspection by both software engineers and domain experts. For example, the blood transfusion process definition specified that if discrepancies occur during the “verify blood product” step, then “verify blood product” is to be terminated and a “Failed Blood Product Check” exception is to be thrown. The handler “handle failed blood product check”, which refers to a step defined in other diagrams (not shown here due to lack of space), requires the nurse to send the blood product back to the blood bank and obtain a replacement blood product. The exception continuation badge of this handler was specified to be “continue”, which implied that, after this exception has been handled in this way, the process continues with the nurse signing the blood bank form after obtaining the replacement product. This process thus violated the property “The nurse must verify the blood product before it is transfused to the patient”, where the event “verify the blood product” is bound to completion of the step “verify blood product”. It is clear that this would introduce the potential for serious medical error, and in the actual process the nurse verifies the patient identification and the product identification again after obtaining the replacement product. Thus, attempting to verify this property indicated that the exception’s continuation badge was wrong and needed to be changed to “restart”.

The accuracy of the formal process definitions is, of course, critical to the utility of the analysis—verifying properties of a model that does not reflect the real process provides no information about the real process and may in fact lead to dangerous overconfidence in the safety of the process. Furthermore, our process models are also intended to be used for other types of analysis, simulation, and possibly even guidance in the clinical setting, so detecting and correcting errors in the models is important for other reasons as well.

Impact of Verification on Processes: The analysis of the processes described in this paper identified problematic defects in the processes, helped determine the causes of the problems, and subsequently provided some assurance that the modified processes were indeed improvements. This was the case with other processes from our case studies as well. Perhaps the greatest direct benefit of verification, however, is the assurance it provides that the revised process satisfies the previously violated property as well as other previously verified properties. In practice, modifications to the processes are usually made incrementally, with changes introduced to address some perceived problem. Sometimes this problem is a “sentinel event,” an occurrence in the execution of the existing process where a patient has been put at risk, and thus changes are introduced to prevent the recurrence of that event. In other cases, changes are introduced to increase efficiency or make the process more convenient for the medical professionals or more comfortable for patients. But the medical professionals have very few methods for assessing the impact of such changes, and it is hard for them to determine whether the changes really do address the intended problem and do not introduce new problems. For example, our analysis of a chemotherapy process detected a deadlock that was introduced by a change that was intended to prevent ill patients from having to make an extra trip to the chemotherapy site. When this deadlock arose in practice, the medical professionals involved in the process broke the deadlock by ad hoc means. It took some additional process modifications and further analysis to be sure that this would not lead to any reductions in the number of safety checks in the process. For life-critical processes, the ability...
to evaluate proposed changes in the process without having to first put them in place is very significant.

Issues in Applying FSV to Medical Processes: There are a number of obstacles to applying FSV techniques to complex, human-intensive processes. First, it is hard to get the formal definitions of the processes right. The amount of effort invested by both the medical professionals and the computer scientists involved in our project is considerable. The computer scientists have to learn enough of the medical terminology and context to understand what the medical professionals are saying and the medical professionals have to think very hard about the details of their processes and the possible exceptions. This is itself a complex, human-intensive activity. As we have described above, aspects of the modeling and verification process help detect errors in the formal definitions, but getting the right formal definitions at a suitable level of detail for verification of the properties related to medical safety is not easy.

A second obstacle is that specifying properties for verification is also hard. Domain experts often had problems being precise about the high-level properties that they wanted their processes to obey. In addition, these high-level statements were often incorrect. This frequently occurred because the domain experts did not consider possible exceptional situations that could impact the property. For example, the property “The nurse must verify patient’s identification bracelet matches patient’s stated name and birth date before infusing blood product” requires that the event “verify patient’s identification bracelet matches patient’s stated name and birth date” must occur on every execution of the process. In attempting to verify this property, however, the verifier reported a violation, identifying the possibility that if the patient refuses to sign the consent form, the process cannot proceed, and hence the event “verify patient’s identification bracelet matches patient’s stated name and birth date” will not occur. The actual property should have taken this constraint into consideration and instead have stated that “After the patient signs the consent form, verify patient’s identification bracelet matches patient’s stated name and birth date.”

Once the abstract statements of the desired properties have been chosen, the events in those statements must be bound to specific events in the formal process definitions for verification. It can be quite difficult to determine which step or steps should be bound to which events. We encountered problems with this because the sources for the property specifications (i.e., medical guidelines) were sometimes different from the sources for the process definition or because the two descriptions were at very different levels of abstraction; sometimes both problems arose. The property specifications frequently had to be broken down from a high, abstract level (e.g., “the right drug to the right patient at the right time”) to lower-level specifications that could be mapped to the process step names (e.g., the patient’s name and date of birth as given by the patient match the name and date of birth in the chart). Sometimes high-level abstract specifications were mapped to several low-level properties, stated in the terminology of the step names, and sometimes property events needed to be represented by more than one process step name. Similar problems occur for software systems when high-level system requirements need to be mapped to lower level properties stated with respect to the details in the system design or implementation.

Because errors in the formal process definitions and property specifications were often not detected until the first rounds of verification, the verification process could be very lengthy. This, of course, is also the case with verification of software systems—much of the early effort of verification is devoted to finding problems in the model and the properties. For human-intensive processes, like many medical processes, however, this may be even more significant since the initial artifacts from which process definitions and properties are derived are less concrete and precise than, say, source code.

Finally, one expects problems of scale in FSV. For the sorts of processes that we have analyzed so far, these have not been serious. In particular, some of our optimizations are able to take advantage of aspects of the structure of Little-JIL process definitions to reduce the size of the models. But our examples have largely been restricted to very small configurations, such as one nurse performing one transfusion on one patient. As we extend this work to consider processes involving many medical professionals carrying out many activities to treat many patients, we expect that the time and memory resources required for verification may begin to limit the applicability of our methods. As for verification of software systems, we will look for new abstractions to reduce the size of the models and new domain-specific verification techniques that take advantage of special features of these processes.

5. RELATED WORK

Process Definition: Many languages and diagrammatic notations have been evaluated as vehicles for defining processes. For example, APPL/A [44] used a procedural language, MARVEL/Oz [8] used a rule-based language and SLANG [5] used modified Petri Nets to define processes. More recently, the workflow [36] and electronic commerce [27] communities have pursued similar research. In the medical domain, several languages, such as Asbru [41], GLARE [33], and PROforma [43], have been especially designed for representing clinical protocols and guidelines using an AI-based linguistic paradigm. Noumeir has also pursued similar goals, but using a notation like UML to define processes [34]. Others (e.g., [40]), view medical processes as workflows and use a workflow-like language to define processes and drive their execution. None of these process definition approaches, however, seems able to support process definitions that are both sufficiently clear and sufficiently broad and precise to support analysis of the sort described in this paper. The main problems with these approaches include inadequate specification of exception handling, weak facilities for controlling concurrency, lack of resource management, and inadequate specification of artifact flows. We believe that the Little-JIL language addresses these problems relatively more successfully, although it still has inadequacies, such as the lack of good support for specifying timing constraints and transactions.

Property Specification: There are many property specification approaches that aim to provide both accessibility and precision. The Attempto Controlled English (ACE) project [24] uses a natural language processing technique to translate natural language (NL) property specifications into first-order logic. It also provides annotated NL templates for non-expert users. Ambriola and Gervasi [1] have developed the CARL and CICO/CIRCE tools to translate NL property specifications into propositional logic and back again.
There have been other approaches to improving medical safety, as well, but much of the emphasis of this work has been targeted towards quality control measures [49], [23], error reporting systems [6], and process automation in laboratory settings [25], such as those where blood products are prepared. In other work, Bayesian belief networks have been used as the basis for discrete event simulations of medical scenarios and to guide treatment planning (e.g., [47]).

6. CONCLUSIONS AND FUTURE WORK

This project has demonstrated some of the benefits of applying selected software technologies to improve healthcare processes. We found, for instance, that the very act of using technologies that support process and property elicitation was effective in identifying defects in medical processes. For example, Little-JIL's facilities for exception management invite process elicitors to inquire about exceptional behavior as a routine part of their interviewing of domain experts. In doing so exception management issues are brought forward. Similarly PROPEL's interactive questioning about the details of properties has also proven to be effective in causing domain experts to confront property details that otherwise are typically overlooked.

It is true that addressing all of these details carefully, as invited by these technologies, causes the process and property elicitation processes to be lengthy. Typically the process and property elicitation processes and reviews took place through weekly meetings over a period of several months. While this cost is admittedly high, we believe that it is more than repaid by the quality of the processes and properties obtained and by the improvements achieved.

Indeed, we believe that these costs will be further amortized as we use these process definitions and property specifications as the basis for further types of analysis. In preliminary work we outlined how our process definitions can be used to automatically generate Fault Trees [11] that can then be used as the basis for Fault Tree Analysis (FTA) and Failure Mode and Effects Analysis (FMEA) [42, 48]. Such analyses seem likely to be effective in supporting such diagnoses as the presence of single points of failure and how faulty performance of a process step may impact subsequent process executions. We have also begun working on the automatic generation of simulations from Little-JIL process definitions. As these process analysis efforts proceed, we hope to discover that they are mutually supportive, and that the combined value of such analyses richly repays the costs of elicitation of processes and properties.

The processes studied in the project have all been human intensive. As noted, the underlying technologies were first developed for software systems and have been considered for combined hardware/software systems. We envision expanding the scope of this project to include medical devices and the human processes involved in employing those devices. We believe that it is important to not only verify the device but to evaluate it in the context in which it will be employed. We have shown in preliminary work [2] that the properties can be quite different in different contexts.

Ultimately we envisage the development of a process environment in which process definition tools are smoothly integrated with a spectrum of process analysis capabilities. Such a support environment would hopefully lead to a systematic and well-reasoned approach to process improvement. Our primary focus is on processes in the healthcare com-
munity, but in other work we are also exploring processes in use in such other diverse domains as labor-management dispute resolution [35], ecological data processing [9], and elections [37].

Finally we would like to emphasize that the benefits of this work are not restricted to effecting improvements only in the application domains. Our work has also resulted in improvements to our process definition language and in our requirements engineering and analysis capabilities. Little-JIL’s semantic capabilities, for example, have been broadened and sharpened in response to needs that became manifest as we defined processes in the healthcare domain. Our understanding of the difficulty of defining resources and the ways in which processes specify needs for them was also sharpened considerably by our work on healthcare processes. This is leading to challenging new directions in resource specification and management [38]. Other needs are continually being recognized, leading to a range of research challenges, most of which have direct relevance to software engineering.

We regard the project described in this paper as only an early indication of the many possible ways in which software engineering technologies can be applied to new domains. Doing so offers the strong prospect of benefit to those domains and also to the further development of the software technologies themselves.
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